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This report examines political communication and media trust in the age of generative artificial intelligence systems (AI). Firstly, it provides a brief explainer of generative AI tools and techniques, looking separately at systems that generate text and those that generate or manipulate images, videos and audio.

By reference to real-world examples, the paper then surveys the ways in which generative AI systems have recently been used by political actors, distinguishing between three different use-cases: political campaigning, entertainment and disinformation campaigns. Building on this empirical analysis, the paper distils important insights for policymakers, which highlight the need to:

- Refrain from falsely labelling content as AI-generated to avoid overstating the technical capabilities and persuasive power of those spreading disinformation;

- Acknowledge the multimodality of threats posed by generative AI, in particular voice-generation;

- Delimit fair-use cases of generative AI for political campaigning, given these technologies are already widely used for legitimate political communication purposes;

- Raise awareness of how seemingly non-political uses of generative AI can be exploited for politics, in particular the creation of non-consensual intimate content.

This is followed by an evaluation of emerging technical and policy solutions, namely the detection and labelling of deepfakes as well as the development of systems to certify content authenticity and provenance. The section concludes with a discussion of the emerging legal landscape, including the European Union’s AI Act.

Finally, the authors provide concluding reflections, emphasising that regulating technologies, labelling deepfakes, and reducing the supply of disinformation are only partial solutions to a complex problem – restoring citizens’ trust in democratic institutions, and in particular the news media, must be the overarching mission for those concerned about the spread of AI-generated disinformation.

About the Institute for Strategic Dialogue (ISD)

The Institute for Strategic Dialogue (ISD) is an independent, non-profit organisation dedicated to safeguarding human rights and reversing the rising tide of polarisation, extremism and disinformation worldwide. Since 2006, ISD has been at the forefront of analysing and responding to extremism in all its forms. A global team of researchers, digital analysts, policy experts, frontline practitioners, technologists and activists have kept ISD’s work systematically ahead of the curve on this fast-evolving set of threats. ISD has innovated and scaled sector-leading policy and operational programmes – on- and offline – to push back the forces threatening democracy and cohesion around the world today. ISD partners with governments, cities, businesses and communities, working to deliver solutions at all levels of society, to empower those that can really impact change. ISD is headquartered in London with a global footprint that includes teams in Washington DC, Berlin, Amman, Nairobi and Paris.

Glossary

**Artificial Intelligence (AI)** is defined in the subsection titled ‘Artificial Intelligence’ below.

**Convolutional Neural Networks (CNNs)** are a type of deep learning algorithm optimised for processing grid-like data, such as images. A typical CNN consists of convolutional layers, paired with pooling layers, fully connected layers, and normalisation layers. CNNs are good at learning spatial hierarchies of features due to their structure, making them ideal for image recognition and object detection. Their design allows them to process visual data efficiently, making them a cornerstone in the AI sub-field of computer vision. Read more about CNNs here: ‘What are convolutional neural networks?’, IBM (date unknown).

**Deepfake** is defined in the subsection titled 'Systems that generate images, videos and audio' below.
Deep Learning is a subset of machine learning (see ‘Machine Learning’ below). It employs artificial neural networks (ANNs), a methodology inspired by the functioning of a human or animal brain. ANNs are computational models consisting of node layers, which each contain “an input layer, one or more hidden layers, and an output layer.”1 They are particularly useful for clustering and classifying information. If a neural network has three or more layers of nodes through which data must pass, it is a deep-learning neural network – the intuition is that a greater number of layers makes the network literally deeper. In general, although not always true, the more node layers, the more capable the neural network at handling very large and complicated datasets and discovering patterns within unlabelled and unstructured data. As IBM explains, “[n]eural networks rely on training data to learn and improve their accuracy over time. However, once these learning algorithms are fine-tuned for accuracy, they are powerful tools in computer science and artificial intelligence, allowing us to classify and cluster data at a high velocity. Tasks in speech recognition or image recognition can take minutes versus hours when compared to the manual identification by human experts. One of the most well-known neural networks is Google's search algorithm.”2 A specific kind of ANN, a Transformer Model, is utilised in LLMs (see ‘Transformer Models’ below).

Disinformation is defined as false, misleading or manipulated content presented as fact that is intended to deceive or harm.

Foreign Information Manipulation and Interference (FIMI) is defined by the European Union Agency for Cybersecurity (ENISA) as “a mostly non-illegal pattern of behaviour that threatens or has the potential to negatively impact values, procedures and political processes. Such activity is manipulative in character, conducted in an intentional and coordinated manner. Actors of such activity can be state or non-state actors, including their proxies inside and outside of their own territory.” ENISA explains that the term FIMI aims to refine the concept of disinformation by emphasising “manipulative behaviour, as opposed to the truth of content being delivered.”3

Generative AI (GenAI) is defined within the subsection ‘Generative AI Systems’ below.

Generative Adversarial Networks are a type of machine learning model that involve two neural networks, a generator and a discriminator, which compete against each other. Utilising deep learning techniques, these networks operate in an unsupervised manner within a zero-sum game framework. The generator’s role is to create data that mimics real data, while the discriminator works to differentiate between genuine and artificially generated data. Through continuous interaction, both networks improve their functions, with the generator producing increasingly realistic data and the discriminator enhancing its ability to detect artificial data. This dynamic results in high-quality, believable outputs, such as lifelike images of human faces that do not correspond to real individuals. Read more about general adversarial networks here: ‘generative adversarial network (GAN)’, Kinza Yasar, TechTarget (2023); and ‘Generative adversarial networks explained’, Caper Hansen, IBM (2022).

Large Language Models (LLM) are statistical models that generate “plausible next words” to a user’s prompt. LLMs employ deep learning and are trained on vast datasets, enabling them to produce coherent and contextually relevant responses. As they excel at language-related tasks, they are an applied example of the natural language processing AI subfield.

Machine Learning is a subfield of AI concerned with systems that automatically learn and improve from experience. For example, recommender systems utilised by digital platforms such as Facebook, YouTube, Netflix or Amazon analyse users’ previous activity and preferences to recommend online content, movies, products and advertising etc.

Misinformation is defined as false, misleading or manipulated content presented as fact, irrespective of an intent to deceive.

Shallowfake (sometimes referred to as ‘Cheapfake’) refers to media that has been altered or manipulated in a relatively simple way (as opposed to “deepfakes” which involve more sophisticated techniques like AI and deep learning).

Transformer Models are a type of artificial neural network (see ‘Deep Learning’ above) that comprehends context and thereby grasps significance by observing associations in sequential information, such as the words in a text.4 Utilising a dynamic set of mathematical strategies, known as attention mechanisms, transformer models can discern the ways in which even separate elements within a data series impact and relate to one another. First introduced by Google in a 2017 paper, transformer models represent one of the most recent and potent models developed thus far, propelling a surge of breakthroughs in machine learning.5

---

2 Ibid.
What is Generative AI?

Artificial Intelligence

Understood as an applied discipline of science and engineering, artificial intelligence (AI) is concerned with “building intelligent entities”. The discipline of AI encompasses subfields, ranging from the general (learning, reasoning, perception and so on) to the specific (or narrow), such as playing chess, proving mathematical theorems, writing poetry, driving a car, or diagnosing a disease. Defined broadly, an AI system is therefore a system, such as a computer program, that has been designed to carry out tasks that were perceived to require intelligence.

The Organisation for Economic Co-operation and Development (OECD) offers a definition for policymakers that is more operationalizable, avoiding the philosophically contested concept of ‘intelligence’. According to the OECD, an AI system is “a machine-based system that, for explicit or implicit objectives, infers, from the input it receives, how to generate outputs such as predictions, content, recommendations, or decisions that can influence physical or virtual environments.” This definition was updated by the OECD in November 2023 to inform the European Union’s AI legislation.

The balance of this paper focuses on AI systems that generate content. For a detailed and recent discussion of a broader set of AI systems in the context of political and online harms see ISD’s publication titled ‘Terrorism, Extremism, Disinformation and Artificial Intelligence: A Primer for Policy Practitioners’ (January, 2024).

Generative AI Systems

Generative AI systems are built on deep-learning models trained on raw data such as, but not necessarily limited to books, articles, webpages, Wikipedia entries and images scraped from the internet. These models are designed to detect statistical patterns in their training dataset and “generate statistically probable outputs when prompted.” As IBM explains, “generative models encode a simplified representation of their training data and draw from it to create a new work that’s similar, but not identical, to the original data.”

This paper focuses on examples of generative AI systems that can be used to generate text outputs (e.g. systems built on ‘Large Language Models’ such as ChatGPT) and synthetic images, audio and video.

Systems that generate text

AI systems utilising transformer-based Large Language Models (LLMs), such as ChatGPT, work by generating “plausible next words when given an input text.” During the process of training, the LLM ingests a large dataset of text materials. In certain cases, “that data is derived from existing publicly accessible [corpora]... of data that include copyrighted works.” The allegedly unlawful use by OpenAI of copyrighted works for the purpose of training LLMs is the subject of several lawsuits against the company and its associated entities in the United States. Following ingestion of the dataset, the LLM learns “patterns inherent in human-generated data”, using these to synthesise “similar data.” The result is an AI system that can generate sentences, paragraphs and potentially entire novels in response to users’ prompts.

Although the ability of the current generation of LLMs to “plan” and “reason” is contested, they have revolutionised natural language processing. For example, ChatGPT is able to produce original language, convincingly hold a conversation, pass tertiary-level exams and analyse, debug and generate compute code. Systems utilising LLMs are in the zeitgeist with ChatGPT reaching 100 million active users a mere two months after launching. Helping to explain this popularity, such systems are user-friendly, capable of generating convincing and tailored text in nearly any conceivable format, and multilingual.

---

12 Ibid.
15 For example, see: Authors Guild v. OpenAI Inc., Case No. 1:23-cv-08292; Tremblay v. OpenAI Inc., Case No. 3:23-cv-03223.
Systems that generate images, videos and audio

Generative AI systems that leverage deep learning models to analyse vast datasets of images, videos and audio can create hyper-realistic but artificial multimedia or “deepfakes” – a portmanteau of “deep learning” and “fake”. AI tools such as Stability AI’s Stable Diffusion, OpenAI’s DALL-E and Midjourney’s Midjourney generate original imagery of existent and non-existent places, people and objects in response to text prompts. In 2022, Meta announced “Make-A-Video”, which will allow users to turn text prompts into “brief, high-quality video clips.” In early 2023, an image created with Midjourney depicted Donald Trump being arrested and went viral (discussed below under ‘AI-generated content for political entertainment’).

Like systems based on LLMs, these AI tools leverage deep learning and are trained on massive datasets. However, they utilise different AI techniques including general adversarial networks and convolutional neural networks. The same techniques have made it much easier to convincingly manipulate media with applications such as FaceApp and Fake-App, enabling users to, for example, replace faces in photos and videos. Where previously toil and knowledge of software such as Adobe Photoshop were required, now anybody sitting at home can efficiently create synthetic media and make lifelike alterations to images and videos. Deepfakes have already advanced to a stage where “most people cannot identify good quality deepfakes”. In the short-term, it is not unreasonable to expect they will become indistinguishable from reality. The most urgent hazard associated with this technological step change is that it is now much easier for ill-intentioned actors to manipulate someone’s likeness without their permission and in unconscionable ways. Although not the focus of this paper, it is important to note that “women, not politicians, are targeted most by deepfake videos” with several jurisdictions now criminalising the creation and/or sharing of non-consensual intimate content. A recent example of this include artificially generated obscene images of American singer-songwriter Taylor Swift, which were viewed over “45 million times” on X (formerly Twitter) before being removed. They are said to have originated from a Telegram group and began circulating on X in January 2024. Swift is reportedly considering legal action against the websites that published the deepfakes.

The next section analyses recent examples of AI-enabled foreign information manipulation and influence (FIMI), focusing on the claimed or proven use of generative AI systems. Please note that while these threats may originate from foreign actors, the threats themselves are not exclusively “foreign” in nature. That is because both foreign and domestic actors are accused of utilising generative AI systems for information manipulation and disinformation purposes.

Generative AI and political communication

The following section provides a short overview of the use of generative AI observed across the globe, including content targeting audiences in the United States, Turkey, Argentina, Columbia, Germany, Russia, Ukraine, Poland, Slovakia, Venezuela, and the United Kingdom. The cases described below are not exhaustive, but serve to illustrate both the variety of applications of AI for political communication purposes, and some commonalities between disinformation actors deploying generative AI tools. A table providing an overview of use cases is provided in the Appendix.

Non-AI content used to target political opponents

Just because a tactic or technology is available to an ill-intentioned actor, does not mean the actor is using it, especially when “crudely made fake content [could be] equally as effective” in certain contexts. Before delving into real-life examples of AI-fueled disinformation, it is important to distinguish between cases where commentators merely alleged the use of AI, often by misusing the term “deepfake”, and cases where the use of AI is actually evident. So-called “shallowfakes” (or “cheapfakes”) do not automatically violate many social media platforms’ terms of service.

---

26 Ibid.
27 Ibid.
One of the most frequently cited examples in this context are two manipulated videos of former US House Speaker Nancy Pelosi that circulated on social media in 2019. The first video, which went viral on Facebook in late May that year, appears to show Pelosi slurring her words while speaking at a public event, giving the impression she is drunk or unwell. In an attempt to further undermine the former House Speaker, President Trump shared a second video of Pelosi on X in which she seemed to stutter through a press conference. Fact-checkers soon determined the Facebook video was manipulated by simply slowing down the audio of the original recording, and the X video was highly-edited to make Pelosi’s speech appear disjointed and incoherent. News media were quick to claim that the episode was an example of the “threat of ‘deepfake’ tech”, and “a chilling sign of things to come” – despite the fact that both videos were created by basic video-editing software and required no sophisticated new technology.

A similar attempt to discredit a political opponent was made by Turkish President Recep Erdoğan during a campaign rally in the context of the 2023 Turkish Presidential Election. While addressing his supporters in Istanbul, he showed an alleged campaign video of his political rival, Kemal Kilicdaroglu, featuring the commander-in-chief of the outlawed militant Kurdish group Hêzên Parastina Gel (HPG). The video itself was edited and spliced to suggest the opposition was both supporting, and supported by, Kurdish militants. However, it is not clear whether generative AI technology was necessary to achieve the intended effect. Kilicdaroglu soon accused Erdoğan of employing ‘foreign hackers’ to create “deepfakes” meant to undermine the opposition, while Fortune magazine warned that the Turkish “deepfake-influenced election” will be remembered for the “role of tech-powered disinformation”.

Far from being evidence of high-tech disinformation campaigns, these videos appear to simply be highly-successful examples of manipulated media meant to undermine the credibility of a political opponent – a behaviour observed widely in previous propaganda efforts even before the advent of the internet, let alone the emergence of generative AI technology. Some have termed these types of media “shallowfakes” to highlight how comparatively low technological sophistication and little technical skill is needed to create simple video montages or distorted audio. Nevertheless, these low-tech disinformation strategies can be highly effective means to undermine the credibility of political opponents.

As described above, disinformation campaigns are often misleadingly associated with AI or similar types of advanced technology. Another commonly observed case is the inverse, where generative AI technology is indeed used for political communication purposes such as election campaigning, but it may be difficult to prove there was an active intent to disinform. Again, this content would usually not be removed by most platforms as it does not directly violate their terms of service.

One prominent use of generative AI for campaigning purposes was observed during the 2023 Argentinian General Election, which some commentators dubbed the “first-ever AI election”. Generative AI technology saw widespread ad-

---

option in the campaigns of the two major political camps, both to promote their own candidates and ridicule or vilify the other candidate. The campaign team of Sergio Massa, for example, provided its supporters with tools to generate a variety of campaign posters to depict their candidate in the style of old Soviet propaganda or Hollywood movies like Ghostbusters or Indiana Jones. Supporters of Massa also superimposed the face of the rival candidate, Javier Milei, on a scene from the film Clockwork Orange, while the Milei campaign superimposed the face of his rival Massa onto a Chinese communist propaganda poster. The Massa campaign also published a, later deleted, “deepfake” video that purported to show Milei describing how to set up a market for human organs, satirising his libertarian ideology. Massa distanced himself from the video after being questioned by The New York Times.  

Another prominent use of AI for campaigning purposes was observed in April 2023, when the US Republican Party launched a campaign video that, albeit clearly labelled, made similar use of generative AI technology. In the 32 second clip that was uploaded to the official Grand Old Party (GOP) YouTube channel, newscaster-style narrators describe the fictitious aftermath of the 2024 re-election of Joe Biden, with dystopian images purporting to show, among other fictitious events, a Chinese invasion of Taiwan and border guards being overrun by thousands of migrants. Similarly, Florida Governor and former rival to Donald Trump for the Republican presidential nomination, Ron DeSantis was criticised in June 2023 for a campaign video using AI images, albeit this time without disclosing that the images were created using AI. In an attempt to damage the Trump campaign by alleging friendly relations between Donald Trump and the leading member of the White House COVID-19 Response Team, the video purports to show images of Trump and Anthony Fauci hugging.

Figure 2 | Screenshots of DeSantis campaign video comparing apparent AI-generated images of Trump and Fauci hugging with real images of Trump and Fauci.

Source: NPR, 08 June 2023.
In other cases, generative AI was used to illustrate a particular political message, or raise awareness for a particular issue. One such case that received considerable attention in May 2023 was the use of AI-generated images by Amnesty International in their campaign to raise awareness of civil rights abuses in Colombia (see Figure 3). The social media posts promoting Amnesty's report on police brutality in the context of the 2021 protests featured, among others, an image of a woman being dragged away by armoured riot police. While the images were labelled as AI-generated, Amnesty was heavily criticised for their use of the technology, with people arguing that it both damaged the reputation of Amnesty and undermined the credibility of the wider civil rights campaign against state repression in Colombia. While Amnesty justified the use of AI-generated images as a means to protect the identity of protesters, it later removed the social media posts.

One month prior to the Amnesty campaign, German news media debated the use of AI-generated images for far-right campaigning, and in particular the Instagram account of Norbert Kleinwächter, a politician of the Alternative für Deutschland (AfD). The account had previously used generative AI to, for example, make a prominent political rival look like a horned monster or zombie. In this case, however, the account posted an AI-generated image purporting to show an angry group of migrants accompanied by the text "No to more refugees!". Unlike the images used by Amnesty, the posts were not labelled as AI-generated. The politician later justified his use of AI, arguing that it was a cost-effective way to avoid image rights issues, and that no label was needed as the images were obviously illustrations.

In many of these cases, AI-generated media were created for more or less legitimate campaigning purposes, and the goal was not necessarily to mislead the audience, but rather to illustrate a political statement, often by ridiculing and/or attacking political opponents. In Argentina in particular, the use of generative AI technology can be seen as a means to foster grassroots campaigning, enabling supporters to creatively participate in the production of campaigning material. These cases often also included a label or text identifying the content as AI-generated, which suggests there was no clear intention by the author to disinform. In other cases, the use of AI-generated images was more problematic, such as the distorted, threatening portrayal of refugees or political opponents. Rather than simply illustrating a political message, the production of these images may be an attempt to perpetuate harmful stereotypes, and hence incite hatred against the individuals or groups portrayed – even if these portrayals are entirely fictitious.

### AI-generated content used for political entertainment

A related observed use case of generative AI technology is for political entertainment purposes and humour, albeit the content generated in the process may be used for more nefarious disinformation purposes, blurring the boundaries between legitimate campaigning, political entertainment and information operations. Some of this content may be removed by platforms if the entertainment purpose is not entirely clear, such as when contextual information is removed.

A high-profile example of this type of content are the AI-generated images shared on X while Donald Trump was due to appear before a court in Manhattan in April 2023 (see Figure 4). The images, first created by Bellingcat founder and journalist Eliot Higgins, were a fictitious rendering of Trump’s arrest, showing him wrestling with police officers on the streets of Manhattan. While Higgins’ accompanying tweet made clear the images were AI-generated and the images themselves included many artefacts typical of generative AI software, people began sharing the images widely. In one image, for example, Trump’s face and hair look digitally distorted and slightly cartoonish. Importantly, the images themselves (as opposed to the tweet that initially accompanied them) did not include any type of label, which may have led some to believe the images were real when shared without contextual information.

---


42 Higgins later reported he had been banned from Midjourney, the service he had used to generate the images.
Similar AI-generated images emerged first on Telegram and later on X on the same day, namely a fake image of Russian President Valdimir Putin kneeling in front of Chinese President Xi Jingping. While it appears that the AI image was first shared on pro-Ukrainian Telegram channels with additional contextual information indicating the image was not real, the same image was shared on X without any disclaimers. As such, the image may be another example of AI-generated content originally intended as satire being used for disinformation purposes.

---

A somewhat different use case of generative AI technology for alleged political entertainment purposes in the context of the Russian invasion of Ukraine are the ‘prank calls’ conducted by Russian comedy duo known as ‘Vovan and Lexus’. The duo had gained prominence previously by establishing contact with high-profile politicians and celebrities by pretending to be, among others, Vladimir Putin, Petro Poroshenko, Greta Thunberg, Emmanuel Macron, Volodymyr Zelenskyy and Sviatlana Tsikhanouskaya. In the summer of 2022, the mayors of Madrid, Vienna and Berlin were tricked into thinking they were holding a private video conference with the mayor of Kyiv, Vladimir Klitschko. The office of Berlin mayor Franziska Giffey later alleged “deepfake” technology was used. Although it is not entirely clear if the comedy duo used generative AI, the case is notable given the UK government has previously alleged links between Vovan and Lexus and Russian information operations in the context of its invasion of Ukraine.

Al-generated content used in disinformation campaigns and influence operations

When it comes to actual cases of Al-generated content being used for disinformation campaigns, recent reports by Microsoft, Meta, Graphika and ISD provide a useful starting point. All four reports highlight instances where Al-generated media was used to purposefully mislead their audience, often by alleged state-aligned influence operations.

In its September 2023 report, Microsoft noted, among other “digital threats from East Asia”, the emerging use of Al-generated visual content by “suspected Chinese IO [Information Operation] assets” since March 2023. While the use of Al-generated images to create fake profile pictures has been reported previously by Meta, Microsoft alleged that social media posts with Al-generated imagery used as part of Chinese influence operations have gained higher engagement and are shared more widely than social media posts from previous influence operations.

Related cases emerged in the beginning of Russia’s full-scale invasion of Ukraine, when fake videos of Zelenskyy and Putin circulated on social media in March 2022, in which they appear to declare surrender and peace respectively. While the “deepfake” technology used was fairly rudimentary and the videos were easily identified as fake, the cases are notable because the Zelenskyy video was accompanied by a news report on Ukraine TV network Ukrainia 24, which later alerted its audience on Telegram that it had been hacked.
A more sophisticated observed use-case of generative AI in influence operations is the creation of AI avatars that resemble real people posing as newscasters. Instances of such AI-generated newscasters have been identified as part of influence operations linked to Venezuela and China. These artificial newscasters narrate fake “news reports” that cast the respective country in a positive light. Both Graphika and El Pais allege the AI avatars were generated using paid-for software by the UK-based AI company Synthesia. The AI avatars cannot be easily identified as AI-generated, given they are based on real actors whose movements are altered by AI based on the input script. Yet, the posts containing this type of AI content seem so far to have failed to generate a significant audience, according to Graphika.

Figure 7 | Screenshot of AI-generated video of newscasters used for propaganda purposes in Venezuela.

Another use case of, this time text-based, generative AI was recently observed by ISD. Researchers at ISD identified at least 64 coordinated accounts on X that appear to use ChatGPT-generated text to attack Russian opposition figure Alexey Navalny (for example, see Figure 8). While the tweet texts generated appear convincing at first, when viewed as a corpus there appear to be clear “signs of AI use”. Researchers initially became suspicious when an account posted a response to a tweet by Navalny that read “I cannot fulfill this request as it goes against OpenAI’s use case policy by promoting hate speech or targeted harassment.” While a link to Russian state-backed influence operations cannot be ascertained, the coordinated posting behaviour matches business hours in Moscow and St. Petersburg.

Figure 8 | Screenshot of @navalny tweet and response likely to have been generated by ChatGPT.

---

53 Synthesia, “How are Synthesia AI Avatars created?” YouTube, video, 2023, https://www.youtube.com/watch?v=0.7bNPOQGQ.
Beyond likely state-aligned influence operations, a variety of high-profile cases where generative AI technology was used to spread disinformation have been observed in 2023. Perhaps one of the most prominent examples occurred in late May, when a likely AI-generated image of an explosion at the US Pentagon was shared on X by accounts posing as news media outlets, with one of them purporting to be associated with Bloomberg News. The account, and many other accounts sharing related images, had subscribed to X Premium and therefore had a blue tick next to their username, likely contributing to the virality of the doctored images. In addition to the algorithmic boost that Blue accounts receive, users may be more inclined to trust and reshare their posts as, before it could be bought, the “blue tick” was a symbol of verification (albeit an imperfect one). The official X account of Russia Today subsequently posted “Reports of an explosion near the Pentagon in Washington DC”, although it later deleted the tweet and issued a correction. Nevertheless, the event affected stock markets, likely caused by automated trading triggered by breaking news headlines, according to expert Adam Kobeissi. 

**Figure 9 | Screenshot of @UKR_Report tweet including a fake image of an explosion near the US Pentagon.**

Manipulated audio as a notable subset of AI-generated disinformation

While the majority of AI-generated content used in the context of disinformation campaigns or for less nefarious political campaigning purposes has been visual in nature, evidence from recent elections indicates a growing use of fake audio used to attack political opponents and mislead audiences.

During the 2023 Polish Parliamentary Election, the largest opposition party, Civic Platform, was criticised for using an AI-generated voice in a campaign advert that attacked the government. The advert spliced real video and audio footage of the Prime Minister with an AI-generated voice resembling that of former Prime Minister Mateusz Morawiecki reading out leaked emails allegedly from the inbox of his former chief of staff. Only after significant criticism from commentators did the party disclose the use of AI in its campaigning material.

A similar case emerged in the run-up to the 2023 Slovak Parliamentary Election. Two days prior to the election, audio of an alleged conversation between Michal Šimečka, the leader of the Progressive Slovakia party, and Monika Tódová of Denník N, a daily newspaper, surfaced on Facebook. The conversation in the recording seemingly revolved around strategies to manipulate the election outcome, including alleged plans to purchase votes from the Roma minority, a group often facing marginalisation in the country. While AFP fact-checkers later dismissed the audio as “created by artificial intelligence and synthetic voice technology”, the piece of disinformation was shared widely by political rivals of the Progressive Party, including the far-right. Notably, the AI-generated audio emerged within the 48-hour window prior to the opening of polls. During this time, parties are legally forbidden to actively campaign through for example paid advertisements or press statements, although this does not apply to social media posts.

A similar case was observed during the same week in the UK when, on the morning of the first day of the annual UK Labour Party conference, a 25-second audio clip of Labour leader Sir Keir Starmer allegedly swearing at staff members was shared on X accompanied by the text “I have obtained audio of Keir Starmer verbally abusing his staff at an election conference. This disgusting bully is about to become our next Prime Minister.” Politicians from across the political spectrum quickly identified the audio clip as fake, and fact-checkers at Full Fact concluded the audio “may have been generated by artificial intelligence”, although experts consulted could not come to “any definite overall conclusion.”

---


Six insights for policymakers

As evidenced by the plethora of cases above, generative AI systems are increasingly being utilised for disinformation purposes. The close analysis of the evidence around disinformation campaigns aided by generative AI technology reveals five key insights that are of particular relevance to policymakers.

Risks of mislabelling manipulated content as AI-generated

From the review above, it is important to note that AI-related terms such as “deepfakes” are often used inaccurately by politicians and journalists. Often, the term is used to describe media that was likely not manipulated or created using AI technologies. In fact, it is highly likely that many of the “shallowfake” cases wrongly described as “deepfakes” were created with simple photo-, video- and audio-editing software that has been around for decades. The manipulation of images has been a hallmark of propaganda efforts and disinformation campaigns since at least the early days of the Soviet Union. By overstating the technological sophistication of disinformation campaigns, commentators run into at least two risks. Firstly, falsely attributing instances of disinformation as AI-generated may, in many cases, inflate the actual technical capabilities of disinformation actors and hence make them appear more capable and potent than they really are. By suggesting the public is manipulated by omissive advanced technologies, inaccurate media reports may then actually serve the interests of those nefarious actors who seek to sow fear and distrust. Secondly, emphasising the role of AI in disinformation campaigns may wrongly suggest that access to advanced technology is a necessary condition for information manipulation operations. Many of the goals of disinformation actors may be achieved without the aid of sophisticated technologies or techniques through simply de-contextualising information or misquoting political opponents — this does not require generative AI.

Acknowledging the multi-modality of threats posed by generative AI

When assessing the threat potential of generative AI, policymakers as well as platforms must acknowledge the wide array of media produced by disinformation actors with the aid of generative AI tools. Much of the discourse around generative AI in disinformation campaigns has focused on how images and videos may be manipulated. While these visual media can be convincing, many people are very much aware of how easily images, and increasingly videos, can be manipulated (or as often described in vernacular, “photoshopped”). The rise of generative AI audio and their use in disinformation campaigns in the context of recent elections in Poland and Slovakia is evidence of the multi-modality of threats posed by generative AI, and has exposed the blind spots in some platform guidelines on manipulated content that only focus on visual content. Many social media users may consume disinformation based on audio less critically than images as they are unaware of how easily voices can be replicated artificially. Audio clips may also contain fewer sensory cues or ‘forensic’ artefacts that allow them to be identified as AI-generated by fact-checkers.

Delimiting fair-use cases of AI in political campaigning and entertainment

Some of the cases for which the use of generative AI was confirmed demonstrate that the technology was used for legitimate purposes such as political parody or creative campaigning. As the technology becomes increasingly embedded in everyday communication, it will become more difficult, if not impossible, to contemplate prohibiting generative AI in political campaigning. Furthermore, even well-intentioned actors may accidentally contribute to FIMI and spread misinformation when sharing AI-manipulated media without clearly labelling it as such. The cases above show that providing a disclaimer in the text of the initial post is not sufficient as this information is easily lost as the media (for example, the accompanying image) is shared and re-shared across the internet. While it is possible to remove such labels, legitimate political actors such as parties, politicians and campaign staff could be sanctioned for violating a requirement to label AI-generated or manipulated content as part of updated electoral campaigning laws.

---

63 Meta’s community standards against manipulated media, for example, currently only cover videos, not audio content. See: Meta. “Manipulated media” (policy), Meta Transparency Centre, n.d. https://transparency.fb.com/en-gb/policies/community-standards/manipulated-media/.
Non-political uses of AI affecting politics

A key element missing from the review above, due to its focus on the direct political uses of AI technology, is the creation of non-consensual intimate content (NCIC). A 2021 report by Sensity.AI found that up to 95% of deepfakes circulating online were made for this purpose with almost all showing the face of a woman who never consented for her likeness to be used in this way. While the intent may not be political in nature, the harm NCIC causes to women and the wider (political) repercussions of this abuse of technology must be acknowledged. The unvetted use of generative AI technology for non-consensual intimate purposes may affect the willingness of women to partake in public life, let alone run for public office. During the German election, the female Green party leader not only received the majority of online abuse, but an image of her, with her face superimposed on a nude model, was shared widely. While the image was likely not created by AI technology, the case is nonetheless illustrative of how misogyny supercharged by technology is both a serious society-wide challenge and a tactic deployed by nefarious actors to harass and vilify women in the political arena.

Continuities in disinformation strategies deployed

Many of the cases observed above showed that nefarious actors levied generative AI technology not in a vacuum, but in the context of wider disinformation campaigns. For example, the release of a “deepfake” of Zelenskyy allegedly declaring surrender was accompanied by the false news reports and hacking of actual wrongful conduct may be challenged by false allegations that generative AI was used to purposefully harm the individual involved. This issue is sometimes called the ‘liar’s dividend’. In a world where deepfakes are possible, it is easier to dispute the veracity of authentic content by claiming such content is a deepfake. This lie is easier to tell because members of the public, knowing deepfakes exist and can be convincing, share a heightened level of distrust about content in general, including authentic content. Cognitive biases may exacerbate “these unhealthy dynamics” as “people often ignore information that contradicts their beliefs and interpret ambiguous evidence as consistent with their beliefs.”

Discrediting media evidence by alleging AI use

The increased adoption of generative AI for disinformation purposes, and the accompanying public attention paid to issues of media manipulation, may also give rise to new opportunities for public personas such as politicians to discredit media evidence against them. Video footage or audio recordings of actual wrongful conduct may be challenged by false allegations that generative AI was used to purposefully harm the individual involved. This issue is sometimes called the ‘liar’s dividend’. In a world where deepfakes are possible, it is easier to dispute the veracity of authentic content by claiming such content is a deepfake. This lie is easier to tell because members of the public, knowing deepfakes exist and can be convincing, share a heightened level of distrust about content in general, including authentic content. Cognitive biases may exacerbate “these unhealthy dynamics” as “people often ignore information that contradicts their beliefs and interpret ambiguous evidence as consistent with their beliefs.”
Emerging policy and technical solutions

Detecting deepfakes

AI systems that utilise neural networks, the backbone of deep learning, are presently the most promising method for detecting deepfakes. Promisingly, reviews of deepfake detection methods published in January 2022 and August 2023 confirm that “deep learning techniques are [presently] effective in detecting” deepfakes, with “deep learning models [outperforming] the non-deep learning models.” The success of these AI systems exceed the detection capabilities of human reviewers. The August 2023 review suggests that AI models that had the most success in detecting deepfakes utilised variables such as facial features and facial expressions of emotion.

The contest between AI deepfake detection techniques and the capabilities of generative AI tools that create deepfakes has been called the "Creation-Detection Arms Race". Tools that generate deepfakes have advanced to trick the human eye but may also advance to trick detection algorithms as part of a tactic called "counter-forensics". Consequently, Professor Lyu, founder of the Computer Vision and Machine Learning Lab at the University of Albany, writes, "[to] curb the threat posed by increasingly sophisticated deepfakes, detection technology will also need to keep up the pace. As we try to improve the overall detection performance, emphasis should also be put on increasing the robustness of the detection methods to video compression, social media laundering and other common post-processing operations, as well as intentional counter-forensics operations." Professor Lyu also notes that, given the rapid spread and extensive reach of online media, even the best detection techniques will mostly function retrospectively, coming into play only after deepfake videos have surfaced.

Labelling deepfakes

Assisting citizens to distinguish content generated by AI is at least important because it may reduce the instances in which digital forgeries, including deepfakes, are widely spread online in the mistaken belief that they are real. Presuming that in the long-term content generated by AI can be reliably and sustainably detected by whatever technical means (see above), for such detection to make an impact, it would have to underpin an initiative across major digital platforms, including search engines, to prominently and consistently label AI-generated content.

In June 2023, the European Commission suggested that signatories to its 2022 Code of Practice on Disinformation (Code), including certain social media platforms, should “put in place technology to recognize such content and clearly label this to users”. Under the co-regulatory model established by the Digital Services Act (DSA), there are strong incentives for companies to adhere to the Code to demonstrate DSA compliance. Nevertheless, X exited the Code last year. As revisited below under ‘Emerging legal rules’, the effectiveness of labelling policies, depends on the possibility of enforcing them. It is therefore important to support research in and development of deepfake detection techniques while working towards the implementation of labelling policies across digital platforms.

The labelling obligation contained in the European Union’s AI Act is discussed under ‘Emerging legal rules’ below.

Authenticity and provenance

In addition to detecting and labelling (or removing) harmful deepfakes that circulate on digital platforms, one solution to their indistinguishability from authentic content may be to develop widely adopted standards that assist citizens to determine whether content is authentic. For example, the Coalition for Content Provenance and Authenticity (C2PA), comprising Microsoft, Adobe, BBC, Intel, Sony and Truepic, aims to address “the prevalence of misleading information online through the development of technical standards for certifying the source and history (or provenance) of media content.”

As metadata is easily alterable, C2PA standards would be supported by “cryptographic asset hashing.” Cryptographic asset hashing enables an electronic file to be sealed with a tamper-evident manifest. This manifest would contain information about the electronic file’s history and every edit made to it. Consequently, if C2PA standards were widely adopted by actors including camera and phone manufacturers right through to digital platforms, it would be possible for citizens to inspect the history of an electronic file, such as...

---
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a video, when viewing it on social media. This would signal its authenticity, distinguishing it from AI-generated content. A risk that may arise in respect of this project is its potential to undermine authentic content that is non-compliant with C2PA or equivalent standards. Consider, for example, a citizen documenting a human rights abuse with a camera that is not updated to meet C2PA standards. The human rights abuser might claim that photographic evidence should be distrusted as a result.

Emerging legal rules and EU AI Act

An expanding range of legal rules apply to the uses and outputs of generative AI systems — such as the creation of deepfakes — and to the development of generative and other kinds of AI systems. In the United Kingdom, for example, recent reform through the Online Safety Act 2023 has introduced new sexual offences that outlaw the sharing of non-consensual intimate deepfake (NCID) content. Varying rules across state jurisdictions in the United States also target those who would create and share NCID content. In a European context, rules applying much more broadly to the development and deployment of AI systems will be established by the EU AI Act. A stated purpose of the EU AI Act is to protect the ‘integrity’ of and ‘trust in the information ecosystem’ with several of its rules animated by policymakers’ anxieties over ‘new risks of misinformation and manipulation.’

The Trilogue draft of the EU AI Act was leaked in January 2024. It has been suggested that a portion of the Act (its primary prohibitions) may become applicable by the end of 2024 with the balance of obligations to be subsequently phased in (cf. Art. 85). Relevantly, it appears that the EU AI Act will require “deployers (i.e., those who use a generative AI system), to disclose that the output of generative AI has been artificially created or manipulated.” This labelling requirement will apply where an AI system is used “to generate or manipulate image, audio or video content that appreciably resembles existing persons, places or events and would falsely appear to a person to be authentic” (emphasis added). The details of this legal obligation will be determined by the new European ‘AI Office’, also to be established by the EU AI Act, which will be responsible for “drawing up of codes of practice at Union level to facilitate the effective implementation of the obligations regarding the detection and labelling of artificially generated or manipulated content”. As discussed above, the providers of social media and other digital platforms such as Google and Meta (Facebook) are important actors because, short of their cooperation, labelling rules are unlikely to be effective in their implementation. In June 2023, these companies were urged by the European Union to voluntarily commence ‘labelling content and images generated by artificial intelligence as part of a package of moves to combat fake news and disinformation from Russia.” Other open questions relate to how citizens will perceive deepfake labels; whether the label’s author — such as, for example, a social media company — will influence citizen’s trust in the label; whether it will be easy to remove labels; and whether the requirement that deepfakes be labelled can be reliably policed when deepfake content is shared, for example, through messaging apps such as WhatsApp.

Concluding remarks: impacts on individuals and society

Although crude and technologically basic means of generating disinformation, including “shallowfakes”, remain highly relevant, the examples outlined in this report demonstrate that those seeking to vilify, ridicule and misinform are making use of generative AI systems. However, this does not necessarily tell us about the impact of this usage on society, politics and individuals. We offer a few concluding reflections for those investigating this question.

Distribution and quality

Firstly, it is important to specify the ways in which generative AI technologies enhance disinformation. Social media platforms, for example, have long been accused of catalysing the viral spread of disinformation — this is a question of distribution. AI tools, but not necessarily generative AI tools, play a role in distribution. Consider, for example, algorithmic recommender systems and the use of machine learning in political micro-targeting.
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tools, embodied in concerns over “deepfakes”, is not distribution per se but quality, i.e., that disinformation may become increasingly indistinguishable from credible information.

Demand-side analysis and belief formation

Secondly, it is worth considering how the increasing quality of disinformation shapes change at a macro-level – in terms of impacts on society and democracy – and at a micro-level – in terms of individuals’ beliefs. Simon, Altay and Mercier claim that fears around generative AI and mis/disinformation are overblown, challenging the assumption that AI will “create more personalized and thus more persuasive content”. They claim this is so far “unproven” – which, of course, is not the same as dismissing the threat altogether. A noteworthy aspect of their analysis is the suggestion that the real problem is not the supply and quality of disinformation, but rather citizens’ rejection of credible sources of information. In other words, it is important to also consider variables on the demand-side.

Relevantly, the psychology of belief formation has implications for understanding the impact of disinformation on individuals’ beliefs and for designing countermeasures and policy responses. It demonstrates that people intuit what is true, rather than deliberating, relying on “peripheral cues” such as whether they have encountered a claim before. Consequently, repetition increases belief in facts and false information. Information that triggers an emotive response, such as fear, and confidence in the present system, and a desire for change. Simon, Felix M., Sacha Altay, and Hugo Mercier claim that fears around generative AI and mis/disinformation are overblown, challenging the assumption that AI will “create more personalized and thus more persuasive content”. They claim this is so far “unproven” – which, of course, is not the same as dismissing the threat altogether. A noteworthy aspect of their analysis is the suggestion that the real problem is not the supply and quality of disinformation, but rather citizens’ rejection of credible sources of information. In other words, it is important to also consider variables on the demand-side.

As discussed immediately below, beyond a focus on the negative potential of new technologies, responding to the threat of FIMI and disinformation requires consideration of offline (not merely online) drivers and concerted efforts to

The role of trust

The Edelman Trust Barometer has recorded a decline of trust in government over the last decade with “European countries and the USA” being “among the worst affected”. In the US, based on data spanning the period 1958-2023, trust is at “near record lows”. In Europe, trust has fallen to “strikingly low levels in Western Europe”, with Spain, Italy and France representing the worst affected countries. Edelman’s European survey data suggests that trust in government is especially low among the bottom 25% of income earners, suggesting economic pessimism and inequality is a core driver of distrust.

Trust is said to be fundamental to cooperation and cohesion in societies and, consequently, a form of social capital that is foundational to democracy. Scholars have argued that trust both precedes the development of, and is critical to, the effectiveness of public institutions; and that effective public institutions enhance trust in a “virtuous cycle”. When trust is absent in societies, Hosking argues that the result “is a rising sense of injustice and helplessness, a loss of hope and confidence in the present system, and a desire for radical change”. He argues that this explains a “growing attachment to populist parties which offer faith in ordinary people and simple solutions to complex problems”. While a full-scale examination of the decline of trust and potential remedies is beyond the scope of this paper, we suggest that mitigating the threat of disinformation and FIMI is not merely a matter of reducing the supply of mis/disinformation or increasing the supply of credible information. It is certainly not merely a matter of regulating the development of and access to generative AI technologies. Rather, we suggest that building trust in public institutions, including the gatekeepers of credible information – such as governments, journalists, civil society and academia – must be a part of any comprehensive strategy.
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Appendix

A non-exhaustive collection of alleged and actual use cases of generative AI systems for political communication are tabulated below. Each case is also described within the subsection titled ‘Generative AI and political communication’. Information is based on media reporting referenced. Please note that ‘harm’ is inferred by the authors and should merely function as a crude heuristic. ‘Estimated degree of harm’ was determined based on the available information at the time of analysis (December 2023), considering the content and quality of the (allegedly) AI-generated media, as well as the intent and transparency on behalf of the media source and, if applicable, platform response. Additionally, the novelty in the use of AI for the specific purpose was considered, as well as the immediacy of the potential threat posed.

<table>
<thead>
<tr>
<th>Date</th>
<th>Context</th>
<th>Type of media</th>
<th>Source</th>
<th>Tool used</th>
<th>Likely intent</th>
<th>Estimated harm</th>
<th>Labelled as AI-generated by source</th>
<th>Primary target</th>
<th>Platform response</th>
</tr>
</thead>
<tbody>
<tr>
<td>03/2022</td>
<td>Russian invasion of Ukraine</td>
<td>unclear</td>
<td>unclear, but shared across different social media platforms</td>
<td>unclear</td>
<td>disinform, ridicule</td>
<td>moderate, significant</td>
<td>General public, specifically Ukrainians and Russians</td>
<td>removal</td>
<td></td>
</tr>
<tr>
<td>06/2022</td>
<td>Russian invasion of Ukraine</td>
<td>unclear</td>
<td>Russian comedy duo</td>
<td>unclear</td>
<td>ridicule</td>
<td></td>
<td>Western majors</td>
<td>NA</td>
<td></td>
</tr>
<tr>
<td>02/2023</td>
<td>Economic crisis in Venezuela</td>
<td>Official state broadcaster of Venezuela, official social media accounts of the Venezuelan government, online ads</td>
<td>syntheia</td>
<td>disinform</td>
<td></td>
<td></td>
<td>Venezuelan citizens</td>
<td>unclear</td>
<td></td>
</tr>
<tr>
<td>03/2023</td>
<td>Trump appearing before court</td>
<td>Journalist Eliot Higgins on X</td>
<td>Mid-journey</td>
<td>entertain</td>
<td></td>
<td></td>
<td>Public at large</td>
<td>none</td>
<td></td>
</tr>
<tr>
<td>03/2023</td>
<td>Putin hosting Chinese President XI in Moscow</td>
<td>Account on X</td>
<td>unclear</td>
<td>disinform, ridicule</td>
<td></td>
<td></td>
<td>General public, specifically Ukrainians and Russians</td>
<td>none</td>
<td></td>
</tr>
<tr>
<td>03/2023</td>
<td>Chinese influence operations on social media</td>
<td>Covert Chinese social media accounts</td>
<td>unclear</td>
<td>disinform, polarise</td>
<td></td>
<td></td>
<td>US voters</td>
<td>unclear</td>
<td></td>
</tr>
<tr>
<td>04/2023</td>
<td>Social media campaigning by German AfD politician</td>
<td>Official instagram account of AfD MP</td>
<td>Mid-journey</td>
<td>fearmonger, ridicule, vilify</td>
<td></td>
<td></td>
<td>German voters</td>
<td>none</td>
<td></td>
</tr>
<tr>
<td>Date</td>
<td>Context</td>
<td>Type of media</td>
<td>Source</td>
<td>Tool used</td>
<td>Likely intent</td>
<td>Estimated harm</td>
<td>Labelled as AI-generated by source</td>
<td>Primary target</td>
<td>Platform response</td>
</tr>
<tr>
<td>------------</td>
<td>-------------------------------------------------------------------------</td>
<td>--------------------------------------------------------------------------------</td>
<td>------------------------------------------------------------------------</td>
<td>----------------</td>
<td>---------------</td>
<td>----------------</td>
<td>-----------------------------------</td>
<td>----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>05/2023</td>
<td>US national security (alleged explosion at Pentagon)</td>
<td>[video]</td>
<td>Blue-tick account on X posing as news outlet, later re-shared by official RT account</td>
<td>unclear</td>
<td>disinfect, shock</td>
<td>![AI]</td>
<td>![AI]</td>
<td>unclear, potentially stock market</td>
<td>unclear</td>
</tr>
<tr>
<td>05/2023</td>
<td>Amnesty International campaign re: civil rights in Colombia</td>
<td>[video]</td>
<td>Official social media accounts of Amnesty International</td>
<td>unclear</td>
<td>illustrate</td>
<td>![AI]</td>
<td>![AI]</td>
<td>NA</td>
<td>none</td>
</tr>
<tr>
<td>05/2023</td>
<td>Turkish election</td>
<td>![video]</td>
<td>AK Party supporters</td>
<td>unclear</td>
<td>disinfect, viliy</td>
<td>![AI]</td>
<td>![AI]</td>
<td>Turkish voters</td>
<td>none</td>
</tr>
<tr>
<td>06/2023</td>
<td>US Presidential campaign</td>
<td>![video]</td>
<td>Official social media accounts of DeSantis</td>
<td>unclear</td>
<td>ridicule, disinform</td>
<td>![AI]</td>
<td>![AI]</td>
<td>US voters</td>
<td>added context by readers</td>
</tr>
<tr>
<td>08/2023</td>
<td>Polish general election</td>
<td>![video]</td>
<td>Official account of Civic Platform (PO) party</td>
<td>unclear</td>
<td>disinfect, viliy</td>
<td>![AI]</td>
<td>![AI]</td>
<td>Polish voters</td>
<td>none</td>
</tr>
<tr>
<td>09/2023</td>
<td>Argentine general election</td>
<td>![video]</td>
<td>Instagram accounts associated with the Massa campaign, official X account of Javier Milei</td>
<td>unclear</td>
<td>ridicule, disinform</td>
<td>![AI]</td>
<td>![AI]</td>
<td>Milei supporters</td>
<td>none</td>
</tr>
<tr>
<td>09/2023</td>
<td>Argentine general election</td>
<td>![video]</td>
<td>Instagram accounts associated with the Massa campaign</td>
<td>stable diffusion</td>
<td>entertain</td>
<td>![AI]</td>
<td>![AI]</td>
<td>Massa supporters</td>
<td>none</td>
</tr>
<tr>
<td>Date</td>
<td>Context</td>
<td>Type of media</td>
<td>Source</td>
<td>Tool used</td>
<td>Likely intent</td>
<td>Estimated harm</td>
<td>Labelled as AI-generated by source</td>
<td>Primary target</td>
<td>Platform response</td>
</tr>
<tr>
<td>------------</td>
<td>--------------------------------------</td>
<td>---------------</td>
<td>------------------------------------------------------------------------</td>
<td>-----------</td>
<td>---------------</td>
<td>----------------</td>
<td>-----------------------------------</td>
<td>----------------</td>
<td>-------------------</td>
</tr>
<tr>
<td>09/2023</td>
<td>Slovak general election</td>
<td>📻</td>
<td>unclear, but shared by official Facebook account of far-right politician</td>
<td>unclear</td>
<td>disinform, vilify</td>
<td><img src="image" alt="villify" /></td>
<td><img src="image" alt="caution" /></td>
<td>Slovak voters</td>
<td>Fact-checking label</td>
</tr>
<tr>
<td>10/2023</td>
<td>UK Labour Party conference</td>
<td>📲</td>
<td>Account on X previously sharing unverified anti-Starmer content</td>
<td>alleged AI</td>
<td>disinform, vilify</td>
<td><img src="image" alt="villify" /></td>
<td><img src="image" alt="caution" /></td>
<td>UK voters</td>
<td>none</td>
</tr>
</tbody>
</table>
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